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Figure 3. Mean F1-score with and without data augmentation.
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(1) How do networks behave under 
decreasing amounts of training data?

(3) Is there any benefit from data augmentation 
as a complementary strategy?

Hypothesis: We argue that CapsNet will perform better than ConvNets under medical data challenges.

+ Equivariance requires to see fewer 

viewpoints of the instance of interest.

+ Fewer parameters for a similar/better 

performance.

+ CapsNet improves CADx performance 

under medical data challenges.

CONCLUSIONS
➥ Fully convolutional decoder to handle complex backgrounds. 

➥ Explore CapsNets in a semi-supervised or unsupervised framework.

➥ Investigate the latent space to improve explainability and interpretability.

➥ Look into more suitable medical datasets, in which neighborhood structure plays a role for 

diagnosis.

● CapsNet needs less images for a better performance.
● Improvement is limited in more complex dataset.
● All our experiments validated the significance test with a 

p-value < 0.05 (except for TUPAC16).

● CapsNet is more robust to imbalance in the class 
distribution.

● At least one of the imbalance cases verified the 
significance test for all datasets.

● CapsNet learns a stronger representation with less 
variability of the data.

● All results were found significant.

[a]

[b]

- ConvNets are not spatial invariant,
need to include: scale, rotations, translations 

Very expensive for 
medical images ⚠

● The ability of Convolutional Networks (ConvNets) to 
extract meaningful and hierarchical feature 
representations allow them to encode complex 
patterns.

● They require large amounts of annotated data to 
represent the full variation of the classes.

[a] http://vision03.csail.mit.edu/cnn_art/index.html [b] https://www.flickr.com/   #cat  
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- Routing-by-agreement is slower than 

backpropagation (≈ convergence time).

- Improvement is limited in more complex 

datasets (TUPAC16).

- Reconstructions are blurry for medical 

datasets with complex backgrounds.
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DATASETS

Our experiments are 
evaluated on 4 publicly 
available datasets for two 
vision (MNIST and 
Fashion-MNIST) and two 
medical (TUPAC16 and 
DIARETDB1) datasets.

i) Mitosis detection 
(TUPAC16)

iv) Clothes Classification 
(Fashion-MNIST)
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ii) Diabetic retinopathy 
detection (DIARETDB1)

iii) Handwritten Digit 
Recognition (MNIST)

OUTLOOK

CAPSULE NETWORKS
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ARCHITECTURES

Table 1. Details of each of the architectures. For convolution, we specify the size of the kernel and the number of 
output channels. In the case of pooling, the size of the kernel. And for capsule layers, first, the number of capsules 
and, in the second row, the number of dimensions of each capsule.

Figure 2. Mean F1-score reported for different class-imbalance scenarios.

Unbalanced 1 Unbalanced 2 Balanced

(2) Is there a change in their response 
to class-imbalance?

Figure 1. Mean F1-score using different amounts of training data.

● The weights Wij connecting the i primary capsule to the 
j-th secondary capsule are an affine transformation. 
These transformations allow learning part/whole 
relationships, instead of detecting independent 
features by filtering at different scales portions of the 
image.

● The transformation weights Wij are optimized with a 
routing-by-agreement algorithm. A lower level capsule will 
send its input to the higher level capsule that agrees better 
with its input, so it is possible to establish the connection 
between lower- and higher-level information.

● Capsule Networks (CapsNets) were recently introduced 
to cope with spatial invariance[1]. They are designed to 
learn the pose of the class instance together with its 
presence. 

● Therefore, less variations of the instance are required, i.e. 
fewer images. This brought our attention to medical 
datasets, because they are frequently small and highly 
imbalanced.
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